Simultaneous Measurement of Three- mechanics, the accurate measurement of three-dimensional joint

kinematics is equally important. By simultaneously quantifying

Dimensional Joint Kinematics the strains in soft tissues such as ligaments and the joint kinemat-
i i i H ics in response to externally applied loads, it is possible to eluci-

and ngament Strains With Optlcal date the role of these structures in guiding and restraining joint

Methods motion and to identify potential injury methods and clinical treat-

ments[1-3]. Further, simultaneous acquisition of joint kinematics

and strain fields can be used to drive and validate subject-specific

Trevor J. Lujan models of ligament and joint mechanigs.
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Scientific Computing and Imaging Institute, University of Su€ strain is typically accomplished by using a combination of two

Utah, Salt Lake City, UT 84112 or more dn‘fe_rent _technologles. Joint klnematlcs are commonly
' ' quantified using video-based techniquéss], instrumented spa-

tial linkages (ISLs) [7,8], or electromagnetic tracking systems

Spencer P. Lake [9-11]. ISL systems require the attachment of a bulky mechanical
Department of Bioengineering linkage across the joint, while electromagnetic tracking systems

are often plagued by interference from ferrous materials, limiting
Timothy A. Plaizier their applicability. In contrast, there are relatively few techniques

that are capable of measurement of three-dimensional soft tissue
strains. Alternatives include the use of one-dimensional measure-
ments from contact devices such as DVIRTB,13. Optical meth-
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Benjamin J. Ellis ods are currently considered to be the best option for 3D strain
Department of Bioengineering and measurement on visible soft tissues. These methods use the direct
Scientific Computing and Imaging Institute, University oflinear transformation to calculate 3D strain measurements from
Utah, Salt Lake City, UT 84112 two or more cameraf4,14]. Previous optical systems were pri-

marily based on super-VHS video, yielding an effective vertical
. resolution of 400 lines. This limited resolution requires the use of
Jeffrey A. Weiss® extremely small fields of view to achieve accuracies=dd.1—
Departments of Bioengineering and Orthopedics, and  0.5% error in percent straiii4]. This precludes the simultaneous
Scientific Computing and Imaging Institute, University tracking .of markers for kinematic measurfements,.since a larger
of Utah, Salt Lake City, UT 84112 field of view is net_eded to see both the strain r_;md kinematic m_ark-
ers. Currently available systems based on digital cameras typically
The objective of this study was to assess the precision and acuse vendor-supplied proprietary cameras and/or framegrabbers.
racy of a nonproprietary, optical three-dimensional (3D) motiormhese systems primarily use digital cameras that have much better
analysis system for the simultaneous measurement of soft tisgesplution and sensitivity than video-based systems. However, the
strains and joint kinematics. The system consisted of two higlse of proprietary vendor-supplied hardware is often costly and
resolution digital cameras and software for calculating the 3DRies the support and upgrade of the system to a particular vendor
coordinates of contrast markers. System precision was assessegbgystem integrator.
examining the variation in the coordinates of static markers over Due to ongoing improvements in the sensitivity and resolution
time. Three-dimensional strain measurement accuracy was asg-charge-coupled devicd€CDs, modern progressive-scan digi-
sessed by moving contrast markers fixed distances in the fieldalfcameras can provide images with very high quality and reso-
view and calculating the error in predicted strain. Threedution. The improved spatial resolutioftypically at least 1024
dimensional accuracy for kinematic measurements was assessedd24 opens up the possibility of using a field of view that is
by simulating the measurements that are required for recordirigrge enough to track markers for both soft tissue strain and joint
knee kinematics. The field of view (190 mm) was chosen to allgimematics. The use of cameras and framegrabbers from indi-
simultaneous recording of markers for soft tissue strain measungédual vendors is especially attractive since it eliminates the need
ment and knee joint kinematics. Average system precision was proprietary, vendor-specific hardware and software. The objec-
between+0.004 mm and*+0.035 mm, depending on marker sizdive of this study was to develop a methodology for simultaneous
and camera angle. Absolute error in strain measurement variedeasurement of three-dimensio@D) soft tissue strain and joint
from a minimum 0f+0.025% to a maximum of0.142%, depend- kinematics using a nonproprietary digital camera system, and to
ing on the angle between cameras and the direction of strain witluantify the errors associated with these measurements in a test
respect to the camera axes. Kinematic accuracy for translatiosstup that mimicked the study of knee ligament biomechanics.
was between-0.008 mm and+0.034 mm, while rotational accu-
racy was +0.082 deg to+0.160 deg. These results demonstrat®@laterials and Methods
that simultaneous optical measurement of 3D soft tissue strain
and 3D joint kinematics can be performed while achieving excel- Measurement System. The measurement system consisted of
lent accuracy for both sets of measurements. two high-resolution digital cameragPulnix TM-1040, 1024
[DOI: 10.1115/1.1835365 X1024x30 frames per secon(ps), Sunnyvale, CA equipped
) ) ) . . with 50 mm 1:1.8 lenses and extension tubes, two framegrabbers
Keywords: Strain Measurement, Kinematics, Ligament, Opt'c?éitflow, Woburn, MA) and Digital Motion Analysis Software
Methods, Accuracy, Precision (DMAS, Spica Technology Corporation, Maui, HIThe cameras
Introduction were configured to record 6 fps directly to computer memory,
o ) . requiring 2.1 MB of memory per frame. The cameras were fo-
The measurement of strain is of fundamental interest in th@sed at a target with a 190 mm diagonal field of VigRDV).
study of soft tissue mechanics. In studies of musculoskeletal joifite DMAS software tracked marker centroids in both camera
views automatically and applied the modified direct linear trans-
*Corresponding author. E-mail: jeff.weiss@utah.edu formation (DLT) to calculate the 3D centroid coordinatgks.
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during biomechanical testing of a human medial collateral liga-
ment (MCL) (Fig. 2). Complete details of this test configuration
and marker placement can be found in our previous publications

4,14).
T Camera [ !

Objective —— X_Axis Angle (0) Accuracy of Simulated Strain Measurement. Accuracy
e tests were performed dynamically to determine the ability of the
""""" system to measure simulated 3D changes in strain. The effects of
strain magnitude and camera angle were assessed. A 2.38 mm
diameter marker was adhered to a fixed location, while a similar
marker was adhered 13.5 mm apalt,f,) to a linear actuator
Fig. 1 Plan view of the camera setup. The  z axis is directed ~ (T0l-O-Matic, Inc, Hamel, MN, accuracy~0.0025 mm. The
out of the page. To assess system sensitivity to camera angle, Liniias Was chosen to replicate the spacing between markers used
angles of 30, 60, and 90 deg were used during testing. to calculate 3D strains in the human MC4,14]. In two separate
tests, the actuator was translatéd. () along either the- or x axis
in Fig. 1 to simulate strains of 1%, 2%, 5%, and 20%. Tests were
two 100 W incandescent lights provided better contrast than hagrformed four times for each displacement. Accuracy was calcu-
gen or fluorescent lighting. In the following sections, all instrulated as the difference between the predicted displacement and the
ment accuracy values are per the manufacturer. known actuator displacement. The error in simulated strain mea-
A 3D calibration frame was manufactured. Twenty-seven whigirement was computed by determining the absolute difference
Delrin spherical marker$4.75 mm diamet@rwere arranged in between actuator strain and DMAS straifiL(/ L injtial) -
three horizontal planes, with a3 grid pattern on each plane and
60 mm marker spacing. The exact coordinates of each mar

Y-Axis

® z-Axis

Accuracy of Kinematic Measurements. When tracking joint
Kinematics, it is desirable to establish “embedded” coordinate
Eﬁstems within the bones using a convention such as the one de-
scribed by Grood and Sunt&$6]. The transformation matrix be-
tween embedded coordinate systems is established by tracking
Precision. The precision was determined by examining th&arkers on the bones that define separate “marker” coordinate
variation of the 3D positions of stationary markers over timesystems. The transformation between one marker coordinate sys-
After calibration, two different frames with twelve 4.75 and 2.38em and the corresponding embedded coordinate system on a bone
mm diameter spherical markers were recorded for 25 s. The diees not change during testing. By establishing these transforma-
mensions of these markers were chosen to be the exact same #ofis before testing and then tracking the transformation between
as the kinematic markerg.75 mm diam and the strain markers marker coordinate systems during testing, the transformation be-
(2.38 mm diam used during actual biomechanical testing in outween embedded coordinate systems can be deterrpdnbg. To
laboratory. The variation in marker position was determined lgssess kinematic measurement accuracy, the setup and calcula-
computing two standard deviations of the length of their positidtions necessary to record knee joint kinematics were simulated.
vector and the individuak, y, and z coordinates over time. Ex- Two L-shaped white block&he “kinematic blocks,” Fig. 2 with
periments were repeated at camera angles of 30, 60, and 90 thege 4.75 mm diameter black markers that formed a 90 deg angle
(Fig. 1). To evaluate the precision of the system in actual tegtere used to establish marker coordinate systems. The following
conditions, the variation of kinematigt.75 mm diametgrand tests were repeated four times for each translation or rotation, at
strain (2.38 mm diametgrmarker positions were determined forcamera angles of 30, 60, and 90 deg.
four sets of 3-s passive recordings taken at a 30 deg camera angl€o measure accuracy of translations along zteis in Fig. 1

(Zeiss Eclipse 4040, accuracy0.0004 mm. These coordinates
were used for DLT calibration.

Fig. 2 Photograph of test setup for simultaneous measurement of MCL
strain and knee joint kinematics. Eighteen markers (2.38 mm diameter ) were
adhered to the MCL for strain measurement. Femoral and tibial kinematic
blocks, each with three kinematic markers (4.75 mm diameter ), were affixed
to the cortical bone.
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Table 1 Results for measurement of 3D precision. The first
three rows of data were obtained by recording stationary mark-
ers for 25 seconds with a FOV of 190 mm. The fourth row was
obtained from passive recording acquired during biomechani-
cal testing of a human MCL. Each passive recording was ap-
proximately 3 s | ong, with a camera angle of 30 deg, and a FOV
of 190 mm. Absolute precision was calculated as two standard
deviations of the position measurement, while percent FOV
was calculated as the precision divided by the FOV multiplied

the method of Grood and Sunt&¥6]. The ratio of the rotation
angle from the motion analysis data to the known angle was de-
termined.

Statistical Analysis. The effects of camera angle and marker
size on 3D precision were assessed using a two-way ANOVA with
repeated measures. The effects of camera angle and strain magni-
tudes orx-axis andz-axis strain accuracy were assessed using two
separate two-way ANOVAs with repeated measures. The effects

by 100. ; . . . )
of camera angle or-axis andz-axis translational kinematic accu-
4.75 mm diam. markers  2.38 mm diam. markers racy andz-axis rotational kinematic accuracy were assessed using
— — two separate two-way ANOVAs with repeated measures. Statisti-
Camera Precision Percent FOV Precision Percent FOV O
angle(0) (mm) %) (mm) (%) cal significance was set @t<0.05 for all analyses.
30 deg 0.004 0.0020% 0.035 0.0163% Results
60 deg 0.011 0.0049% 0.025 0.0117%
90 deg 0.006 0.0026% 0.012 0.0048% iai i
MCL 009 0.0044% 0011 0.0054% Precision. Results for precision were excellent for both

marker sizegTable 1. The larger markers exhibited significantly
better precision than the smaller markeps=(0.005). There was

no effect of camera angle on marker precisig(0.089). The
best result+0.004 mm, 0.0020% FOMwere obtained for the
larger markers using a 30 deg camera angle. Precision did not

from kinematic calculations, one kinematic block was adhered ¥&'y considerably between they, andz coordinates of the mark-

a static fixture and a second one was attached to the linear acfg- For example, at a 60 deg camera angle, the larger markers had
tor. An Inscribe 3D Digitizer(Immersion Corp, San Jose, CAX ¥, andz coordinate precisions of 0.019, 0.019, and 0.012 mm,
accuracy*+0.085 mm was used to determine the centroids of théespectively. The precisions for both marker sizes obtained with
markers by digitizing points on the marker surface and then fittirdj) MCL biomechanical test setup were comparable to precisions
the coordinates to the equation of a sphere. To simulate the usddfthe controlled testéTable 1, fourth row of data

embedded coordinate systems, three points on both the static fixa
ture and the actuator were digitized and used to establish ortlg
normal coordinate systems. The transformation matrices were
culated between the kinematic blocks and their respectiye
embedded coordinate systems. The actuator was displaced O.
1.000, 5.000, and 50.000 mm and an overall transformation mat
between the embedded systems was calculated by concatenag’
The ratio of the calculated translations to the known translatio

wa_|§ computed. f lati | hhaving average accuracies 10.003% resulting in a strain error
To measure accuracy of translation measurements along th .4 02504, There was a significant effect of strain magnitude on
axis in Fig. 1 from kinematic calculations, a kinematic block wa ccuracy forz and x-axis strain accuracy pi=0.008 andp
adhered to an—y table and the table was moved 0.50, 1.00, 5.0, 5 o1 respectively The condition conferring the least accuracy

and 50.00 mm, measured with digital calipefditutoyo, San .0\ rred for both the-axis andx-axis cases at 90 deg and 30 deg,
Jose, accuracy-0.02 mm). Error was calculated as the ratio Ofrespectively when a 20% strain was applied
n ' ’

translation predicted from the motion analysis data to the know
translation. Accuracy of Kinematic Measurements. The optical system
To determine accuracy of rotations about #exis in Fig. 1, a delivered very good results for kinematic accurétgble 3. Data
rotational actuator(Tol-O-Matic, Inc, Hamel, MN, accuracy for z-axis kinematic accuracy are shown as an exanipig. 4).
+0.002 deg was used to rotate one of the kinematic block3he average- andz-axis translational accuracies across all three
through angles of 2.00 deg and 20.00 deg. The transformaticamera angles and all four actuator displacements w&@®25
matrix between the two embedded coordinate systems was caloum and+=0.016 mm, respectively. Average accuracy for rotation
lated and the rotation between the two systems was resolved usivas +0.124 deg(Table 3. There was a significant effect of cam-

Study (30 deg

ccuracy of Simulated Strain Measurement. The optical
stem delivered excellent results for strain efiable 2. There
as a significant effect of camera angle on accuracyzfaand

is strain accuracyp(= 0.004 andp<0.001, respectively, Fig.
."The most accurate camera angle for strains alongz theis
s 30 deg, having an average accuracy+@005 mm with a
§%in error of+0.035%. Conversely, the most accurate camera
AMgle when strains were measured alongxthexis was 90 deg,

Table 2 Accuracy of 3D simulated strain measurement along the z- and x axes for all four strain levels. Accuracy (mm) was

calculated as the difference between the actuator-based value and the value calculated from the optical system data. Strain error

(%) is the accuracy divided by the gauge length

(13.5 mm) multiplied by 100.

Camera angle

Averages across

(0) 1.0% Strain 2.0% Strain 5.0% Strain 20.0% Strain all Strains
z 30 deg Accuracymm) 0.004+0.007 0.01%0.003 0.003:0.004 0.0010.007 0.005+0.005
axis Strain error(%) 0.028+0.052 0.084:0.018 0.019-0.030 0.016:0.052 0.035:0.033
60 deg Accuracymm) 0.002+0.001 0.0130.005 0.005:0.005 0.0090.012 0.007+-0.006
Strain error(%) 0.014+0.009 0.099-0.037 0.046:0.035 0.067%0.091 0.055:0.037
90 deg Accuracymm) 0.009+0.001 0.016:0.003 0.011%0.004 0.024-0.005 0.015+0.003
Strain error(%) 0.065+0.006 0.115-0.025 0.0810.027 0.175:0.034 0.109:0.049
X 30 deg Accuracymm) 0.011+0.002 0.01%0.002 0.019-0.002 0.036:0.003 0.019+0.012
axis Strain error(%) 0.081+0.018 0.082-0.014 0.1380.017 0.2670.024 0.142-0.088
60 deg Accuracymm) 0.002+0.002 0.018:0.002 0.006:0.011 0.0030.002 0.007+0.007
Strain error(%) 0.015:0.015 0.136:0.017 0.045:-0.082 0.0210.011 0.0530.053
90 deg Accuracymm) 0.002+0.001 0.006:0.001 0.003:0.007 0.003:0.001 0.003+0.002
Strain error(%) 0.017+0.008 0.045:-0.007 0.022-0.049 0.0180.006 0.025-0.013
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Fig. 4 Results for the measurement of 3D kinematics along
= l the z-axis direction. Accuracy was measured as the difference
'8 o251 — 30° Camera Angle between the actuator-based translation and the value calcu-
*‘5 ) [ 60° Camecra Angle lated by the motion analysis system, divided by the actuator
é BN 90° Camera Angle translation.
;5 0.20 1
&
g 0131 Discussion
3/:; This study demonstrated that the 3D system can accurately
o 010 measure simulated strain and kinematics using physical and opti-
% cal conditions that accommodate simultaneous tracking of mark-
& 0.05 1 ers for both measurements. A reduced camera angle significantly
< improved accuracy for frontal plarie axis) displacements, while
|l|i_ an increased camera angle significantly improved accuracies of

i

2.0 50 20.0 displacements along the intersection of the sagittal and transverse
X-Axis Strain (%) plane_s(x axis). Moreover', in comparison to similar systems using
proprietary vendor-specific hardware, this system is a small frac-
Fig. 3 Results for determination of simulated 3D strain along tion of the cost. . _ _
the z- and x axes. Strain error was computed as the difference Accuracy and precision of the system were determined using a
between the actuator-based strain and the strain calculated by testing environment that was specifically designed to mimic the
the motion analysis system, divided by the gauge length. physical and optical conditions for experiments on the human

MCL in intact knees. For actual testing of the human MCL, only
precision was determined. It is not possible to determine strain
accuracy during an actual biomechanical test since a gold standard
for strain measurements is difficult if not impossible to establish.
era angle on accuracy of kinematic measurements of translatidowever, by setting all testing variabléise., FOV, marker size,
along thez- andx axes £=0.029 andp<0.001, respectivelybut marker spacing, lightingappropriately, the controlled tests faith-
there was no effect of camera angle on kinematic rotational acdully reproduced the physical and optical conditions of actual bio-
racy (p=0.378). The effect of camera angle on the kinematimechanical tests for the MCL. Results for precision from the con-
translational accuracies was similar to that for the strain accuteelled tests and from actual measurements on the MCL were
cies. There was a significant effect of the magnitude of translatiosimilar (Table 1), supporting the notion that the controlled tests
rotation on accuracy of kinematic measurements of translatipnovided a good surrogate for the physical and optical conditions
along thez- andx axes and rotation about tteaxis (p<<0.001, that are encountered during actual tests on the MCL.
p<0.001, and p=0.033, respectively Larger translations/ System precisioriTable ) was calculated using the length of
rotations reduced kinematic accuracy. the position vectors of the markers, and thus these measurements

Table 3 Accuracy of 3D kinematic measurements. Accuracy is the difference between the
actuator translation /rotation and the value calculated from the optical system data. Accuracy in
terms of percent FOV is the accuracy divided by FOV multiplied by 100. Results are the average
across all translations /rotations described in the Methods section.

Translation & axis) Translation ¢ axis) Rotation ¢ axis)
Camera  Accuracy Accuracy Accuracy
angle(6) (mm) % FOV (mm) % FOV (deg % FOV

30deg 0.0340.031 0.0120.004% 0.008:0.011 0.005:0.006% 0.132:0.162 0.074:0.091%
60 deg 0.0180.005 0.0090.006% 0.0190.023 0.009:0.010% 0.082:0.069 0.043:0.036%
90 deg 0.02%+0.002 0.0090.008% 0.026:0.017 0.006:0.005% 0.166:0.218 0.074:0.101%
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should be considered average errors that take into account they for kinematic measurements. The absolute and percent errors
precision in all three spatial directions. For the simulated straare considered to be more than acceptable for simultaneous 3D
measurements, the major spatial directions were accounted forrbgasurements of ligament strain and joint kinematics.
testing along thex- andz axes. By positioning the cameras at an
angle that permitted the most marker motion perpendicular to the
cameras, the_refore reducing the |ncremental_d|stances tha_t eA‘EP(nowledgment
pixel in the video system represents, the strain error was signifi- _ . )
cantly decreased. Faraxis strains this occurred at a 30 deg cam- Financial support from NIH Grant No. AR47369 is gratefully
era angle, and fox-axis strains this occurred at a 90 deg camer@cknowledged.
angle. Based upon the accuracy res(iig. 3), it is recommended
that these camera angles are optimized accordingly, especially if
large strains are predicted. The measurements of strain accurRsferences
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